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Abstract 

The Urban Emotions initiative uses biosensing technology to determine how people feel in 

the city, which is of particular relevance for architecture and urban planning. While past 

experiments focused more on pedestrian or bicycle traffic, accessibility and wayfinding, 

this paper proposes the use of virtual models as a basis for human sensorial measurement. 

Virtual space offers the possibility of minimizing external (environmental) influences to focus 

on the evaluation of design impressions. Inspiration for the method was ‘Q-sorting’ 

according to Stephenson (1953) and, in the context of urban planning, Krause (1974). 

Virtual models of real situations are used to determine whether test participants respond 

positively or negatively to the architecture or their environment. 360° videos, virtual reality 

ambience and VR glasses are used as output devices. In this virtual environment, it is 

possible to create standardized, comparable laboratory situations allowing researchers to 

draw more reliable and focused conclusions about human responses to their physical 

environment. The challenge for the future will be to transfer this knowledge of citizens’ 

responses to the built environment into real design processes. 
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1 Introduction 

Digitization is dramatically changing societies through developments in data acquisition 
processes, accessibility to information and, potentially, greater transparency with respect to 
information quality. Thanks to social networks and blogging, the barrier to posting opinions 
and impressions online is relatively low. In consequence, we are also experiencing increased 
interest in public participation processes, although these have yet to be adequately 
implemented in practice (Streich, 2014, 137). However, current urban planning and design 
practice is traditionally dominated by the same groups of stakeholders, while others are still 
excluded from digital information, despite inclusive planning practices like the ‘public future 
lab’ (Petrin, 2012; Petrin & Wildhack, 2015) and the well-accepted insight that ‘urban 
development is a community task’ (Selle, 2014). Politicians fear falling into the 
‘participational trap’ (Wagner, 2014) – that is, they are well aware of potential adverse effects 
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of public participation initiatives on their own political agenda. In many cases, urban 
planning processes take place in offices and behind desks. They do not meet the needs of 
citizens and do not take digital forms of participation into account (Brenner et al., 2012). 
Nevertheless, the question arises as to how we can use digital methods in the lead up to the 
planning process. 

Some new methods, together with the rediscovery of ‘old classics, digitally renovated’, offer a 
promising toolbox for planners in this regard, with methods that aim to involve humans 
(digitally) in this process being of particular interest. 

2 State of research 

Jane Jacobs was one of the pioneers of a bottom-up, citizen-friendly planning approach 
(Jacobs, 1961), which was revolutionary in the USA at the time and is nowadays embedded 
legally in urban planning processes in the US as well as in many European countries. This 
development has given rise to the following problems and questions, as Jacobs’s original 
approach has been adapted and integrated into the Urban Emotions initiative (Resch et al., 
2015): How can all heterogeneous interests be integrated into the planning process? Are 
citizens’ spatial perceptions measurable? Which new technological approaches can improve 
the planning process? The Urban Emotions initiative uses ‘human sensors’ (Resch, 2013) for 
these purposes, ranging from social media to biostatistical ‘wearables’ and digital 
participation methods. The resulting set of methods considers the city as a ‘system of 
currents’ (Castells, 1999), or as an ‘organism’, as Hamburg’s former building director Fritz 
Schumacher proclaimed in the 1920s and Geoffrey West confirmed in 2017 (Fischer, 1977; 
West; 2017). Christian Wolfe (2017) asks whether the ‘Context City’ can be an alternative to 
the Smart City, because it looks for a new ‘identity’ (or even context) in a globalized world to 
distinguish itself from an economy-driven ‘smart city’. Again, the focus is on people, because 
only with their help can the city act ‘intelligently’ and not lose its identity. 

Participatory sensing 

Within Participatory Sensing (Burke et al., 2006), one of the most important fields of 
research is ‘emotional mapping’, the focus of which is always on how humans perceive the 
natural and built environment (Downs & Meyer, 1978). The ‘Situationist International’ laid 
the foundation for ‘mental maps’ based on ‘psychogéographie’ and ‘dérive’ (Debord, 1956), 
and Kevin Lynch used these maps as a planning aid. ‘We are not simply observers of this 
spectacle, but are ourselves a part of it, on the stage with the other participants. Most often, 
our perception of the city is not sustained, but rather partial, fragmentary, mixed with other 
concerns. Nearly every sense is in operation, and the image is the composite of them all’ 
(Lynch, 1960, 2). Psychologist and community worker Stefan Dinter portrays the city with 
the help of three pictures and a simple triangulation (Dinter, 2015). The combination of 
digital mapping methods to record emotions (Nold, 2009; Klettner et al., 2013) and the 
increasing recognition of the ‘emotion approach’ in scientific discourse, as well as its 
application in an urban context (Schöning & Bonhage, 2015; Vernier et al., 2016), show a 
new acceptance of the approach as a basis for urban planning.  
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Kanjo et al. (2015) present a methodological and technological overview of available 
affective sensor systems; Christian Nold in ‘Device Studies of Participatory Sensing’ (Nold, 
2017) describes the future of ‘participatory measurement’ with newly developed 
environmental sensors. The use of environmental sensor data in combination with 
epidemiological data will be tested in the SmartAQnet project in Augsburg (Schäfer et al., 
2017). As part of the Urban Emotion initiative, psychophysiological monitoring was carried 
out in the context of ‘barrier-free planning’ (Rodrigues da Silva et al., 2014; Beyel et al., 2016) 
and bicycle traffic (Groß et al., 2015; Groß & Zeile 2016; Zeile et al. 2016). 

Virtual Reality and 360° VR 

Since cities are constantly exposed to influences that themselves change, such as the weather, 
traffic density or crowd gatherings, the use of virtual reality is suitable for a laboratory 
investigation with replicable framework conditions. Although formerly available ‘only’ as a 
freely-navigable 3D city model on the computer monitor (Coors & Zipf, 2005; Döllner et al., 
2006; Zeile, 2010), models nowadays can be experienced as ‘fully immersive’ in a closed 3D 
ambience, either as a fantasy world or as an illustration of the built environment. Head-
mounted displays (HMDs) such as Oculus Rift or HTC Vive allow users to capture their 
physical activities and interact with the computer system using new input devices and 
tracking systems. The degree of immersion is so high that the transition between the real and 
the virtual worlds becomes fluid if the human visual field and the subsequent representation 
of the spatial environment are correctly simulated during recording (Yuhan et al., 2015; 
Broschart, 2017, 133ff). On the other hand, promising emotional measurement approaches 
in the virtual context have been explored in the gameplay Assassin's Creed (Osborne & 
Jones, 2017) with monitor VR, integrating a very high level of detail. 

However, the effort of creating highly detailed photorealistic 3D city models can be greater 
than the creation of high-end interior design models (Broschart & Zeile, 2015), so the 
question arises whether a 360° VR image is sufficient, at least for inventorying and for simple 
digital manipulations of the existing real-world environments. Panoramic photographs and 
videos (also known as 360° videos) were used to assess landscape aesthetics in the late 1990s 
(Bishop & Hull, 1991; Bishop, 2005). Folz et al. (2016), whose attempts form the basis for 
the present paper, published their first attempts to make 3D stereo recordings (2 action cams 
and anaglyph video) and 180° videos. The application was limited, however, because at the 
time an immersive experience was only possible via Google Cardboards or Oculus 
Developer Edition (DK1), and the monitor resolution was still too pixelated. 

The use of spherical camera support systems with six action cameras has received little or no 
examination so far (January 2018) in spatial planning disciplines, such as architecture, urban 
planning or landscape planning. Currently, only publications on ergonomics and educational 
games integrate this technology (Rupp et al., 2016). 

Qualitative research methods  

Q-method is an innovative approach in qualitative social research to examine people’s 
subjectivity (Müller & Kals, 2004) and is based on the works of Stephenson (1953). It is 
useful for collecting complex opinions and attitudes at the interface of quantitative and 
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qualitative methods. Like the Urban Emotions initiative, Q-method aims to make opinions 
and personal interpretations visible. Stephenson himself stated that Q-method is an 
approach that contrasts with traditional social research methods, which are based on test-
theoretical frameworks and categorical systems (Stephenson, 1953).  

Q-Sorting (‘Q-sort’ for short) is the best-known technique to rank variables like statements, 
words or images. One sorting rule is, for instance, to evaluate pictures along a scale from 
beautiful to appalling. Experiments should usually involve 10 to 50 test participants. The 
approach has its origins in research disciplines such as political opinion-forming (e.g. 
Thomas & Baas, 1996), media research (Singer et al., 1996) and gender research (Febbraro, 
1995), but promising results in the ‘urban context’ were produced by Krause (1974) in the 
application area of housing value analysis, the detection of residential requirements, and the 
classification of living environments. Lange (1999) described a potential benefit in digital 
landscape design, but the scientific discussion and application went no further after this date 
in the research field of urban and landscape planning. 

In our approach, we used a simple Q-sort. Participants were required to classify virtual 
environments with different design proposals, for comparison with the biostatistical dataset, 
simply as Good or Bad. 

3 The experiment 

The framework for the experiment comprises three steps: (1) content processing, (2) 
combining VR ambient with biostatistical analysis, and (3) the combined VR, biosensing and 
Q-sorting approach. This leverages the advantages of the various approaches as a virtual 
urban laboratory for detecting citizens’ reactions to an urban environment, excluding ‘urban 
disturbances’ such as noise, dangerous traffic conditions or changing weather conditions.  

The core idea is to create a 360° video of an urban environment and then to analyse the test 
person’s physiological reactions. Measuring ‘stress’ along a strict timeline of events seems to 
produce a better comparable setting and more easily reproducible results than a track in the 
physical world with unforeseen incidents. Following this rationale, we defined the research 
questions for our experiment: 

• How can a 360° video be edited so that it can be used as a basis for biostatistical 
measurements? 

• Does it make sense to perform the investigations at a fixed virtual location or are 
more dynamic routes also possible? 

• Can the virtual route in the VR environment be measured using existing technologies? 
How is the route tracked virtually? 

• How suitable are virtual models for Q-sorting? 

In the following section, we discuss provisional answers to these questions, as well as 
advantages and disadvantages of the approach. 
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Content Processing 

As already mentioned, a key element in the experimental setup is preparing a reproducible 
situation that always has the same visual and auditory content. It is important to prepare 
urban routes in which emotions are measured as comfortably as possible. 

360° Videos 

For the 360° videos, an Omni-Rig from GoPro was used (Figure 1). The advantages of this 
technology are that the array automatically synchronizes the six cameras at pixel level, and 
each camera delivers videos in Ultra High Definition (so-called 4K).  

 

Figure 1: (1) The Omni-Rig, with its six synchronized action cams for creating spherical videos. (2) Test 

drives in the so-called ‘cantilever mode’ and (3) in the ‘Streetview mode’. (4) The composite video 

can now be viewed on the Oculus and used as an audio-visual test environment for biostatistical 

monitoring. 

With the system-specific stitching software Kolor, spherical 360° films with a resolution of 
up to 8K (7,680 × 4,320 pixels) are possible, producing movie-quality videos. Because the 
movie produced has to be pre-processed and presented on a standard PC for displaying the 
content on the Oculus Rift headset (the VR goggle) via the GoPro VR-player, a film 
resolution of 3,840 x 1,920 pixels, transformed into MP4, has proven to be a good 
compromise of the highest possible quality and performance.  

In order to examine whether it is possible to evaluate urban aesthetic issues using biosensors, 
we investigated whether the methodology from the emocycling projects (Groß et al., 2015), 
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where cyclists’ stress levels are measured with smartband and GPS technology, can also be 
applied to the virtual context. Experiments using a pedestrian perspective were deliberately 
omitted since no Steadicam system is available for the Omni-Rig, and because the image 
stabilization software did not provide the desired quality. Therefore, test drives were first 
performed with a camera in ‘cantilever mode’ (Figure 1 (2)) or in ‘Streetview mode’ (Figure 
2). Although the backpack-mounted camera was easier to handle, the ‘Cantilever’ method 
delivered better material for the evaluation because it also recorded the face of the test 
person. However, for the experiment (Figure 3), the backpack 360° video was used (see 
https://youtu.be/XA9ruQPbnEc). To avoid motion sickness, stationary videos are a suitable 
alternative (https://youtu.be/lBuoK1TqsK0). In this mode, time-lapse recordings are also 
possible. 

GoPro Fusion, a newly available technology for capturing 360° videos, recently came onto 
the market. The advantages of this technology are that only two camera streams have to be 
stitched, and the camera weighs only around one-sixth of the Omni-Rig. The processing time 
for the stitching procedure is also significantly less. Due to the construction of GoPro 
Fusion with just two cams instead of six, it is also possible to use a gimbal for vibration 
reduction. The first tests produced promising results, as shown in Figure 2. In contrast to the 
workflow with 6 cameras, one disadvantage of the Fusion is that a manually edited focal 
point and horizon stabilization are only possible for the entire video and not for different 
sequences within it.  

  

Figure 2: Creating Spehrical Pictures with just two camera streams (Front and Back).  



Zeile & Resch 

 

350 
 

360° Panoramas 

As a low-cost alternative in producing 360° content for everybody, it is also possible to 
collect static pictures, which can be edited automatically to a spherical picture. As in 
traditional workflows using video editing software, a variety of simple pictures can be used as 
the footage for a video. If the editing software is able to work with spherical projection, 
these spherical images can be used for the creation of a 360° video.  

 

Figure 3: Recording rules for 360° panoramas for post-processing in Autopano Giga. An interesting by-

product is the ‘Tiny Planet’ projection of the scene captured, here Marktplatz in Stuttgart.  

The collection process is simple. Only 5 to 7 overlapping rows need to be photographed (see 
Figure 3). After that, the pictures are automatically stitched in Autopano Giga (Koehl et al., 
2013) and can be saved as a panorama in a ratio of 2:1 as VR-capable image material. Using 
film editing software (e.g. Adobe Premiere in conjunction with the GoPro VR plugins), the 
production of immersive-experience films is possible. A benefit of the creation process is the 
possibility of generating images in ‘Little Planet’ or ‘Tiny Planet’ projection, in which the so-
called ‘Nadir’ is the projection centre (German et al., 2007). 

In search of further examples of ‘good’ and ‘bad’ architecture for a Q-sort to be measured 
within the experiment, a crowdsourcing campaign was launched with the aim of bringing 
together as many professionals and non-professionals as possible, to judge cityscapes that 
could then be biostatistically tested for their effects. 

3D Models 

Both solutions presented above have the disadvantage of not allowing new projects to be 
integrated with the situations already captured, or only with great effort. Analysing the 
aesthetic impact of a new planned project is a core question in urban planning and 
architecture. For this use case of adding alternatives and new planning scenarios to the 
experiment, 3D models can also be visualized on the VR headset. A simple, smart and 
intuitive workflow is provided by ‘Kubity’ software (Bailly et al., 2015). Avoiding having to 
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list a number of import and export options and having to go too deep into the possibility of 
drawing elements, it is possible in this workflow to work with Building Information Models 
(BIMs) taken from an architectural design (Petzold et al., 2015) and with common CAD-
Files. Due to their data structure (Brüggemann & Both, 2015), CityGML-Models, which are 
very interesting for the research topic of urban perception, cannot currently be imported. In 
late 2017, discussion intensified about Urban Information Models (UIMs) as the ‘missing 
link’ between CityGML, IFC, BIM and GIS (Gruber & Donaubauer, 2017), aiming to 
provide a sustainable exchange solution in the future. 

 

Figure 4: Kubity workflow and export options for different devices. Revit and Sketchup models can be 

exported to VR headsets, Cardboards and tablets, as well as to web interfaces (adapted from O'Brien, 

2018). 

In addition to the direct output to the VR glasses, the Kubity software offers output options 
useful for urban planning: a web interface, VR with the help of using Cardboards on 
smartphones, as well as an augmented reality solution in pedestrian perspective without 
Cardboards (Figure 4). However, for this experiment, we used only the VR variant. Since 
there is (still) no export option available for films, the models must be organized as a so-
called ‘tour’. The time component is consequently the same for each participant in the 
experiment, and therefore the results are comparable. 

Measuring Equipment 

The range of measuring instruments makes use of the proven combination of the Smartband 
body monitor, GPS tracker and GoPro Hero ActionCam (Zeile et al., 2016). The only 
additions are the Omni-Rig and, for the virtual ambience, the Oculus Rift Setup. 
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Experimental Setup 

For the preliminary investigation, the study by Núñez et al. (2017) was useful. Designed as a 
study to identify the comfort of road surface and infrastructure conditions, the surface 
condition was recorded and evaluated using smartphone accelerometers and video 
recordings. With the aid of the Smartband, stress peaks could be identified. In addition, we 
recorded the track using the GoPro Omni-Rig, adjusted and stabilized manually for the 360°-
VR application. The choice of a small group of participants for this first investigation was 
deliberate: one person to wear the smartband (J1) during the Omni recording and then to 
ride along the virtual track (JV), and another who followed only the virtual route (PV). 

4 Results 

Psychophysiological monitoring was carried out for all routes (see Figure 5). Test person J1 
rode the real-world track on their bike. Afterwards, we compared the real-world test ride (J1) 
with the same person’s experience in virtual space – they did the tour again virtually (JV). 
Another test person (PV) took part only in the virtual experiment. As expected, more 
moments of stress (MoS) were identified in reality than in virtual mode (31 in reality (J1) vs 
10 (JV) / 14 (PV) in virtual space). Both participants (JV & PV) received a simultaneous 
stress trigger at only three positions in virtual space. At first glance, this seems less 
significant. Because participant J1 has already made the tour in the real environment, his 
stress triggers may be reduced. In contrast, the comparison between the reactions of test 
person J1 and those of the virtual cyclist (PV) identified at least nine matches. The real world 
test rides of J1 and their virtual ride (JV) yielded seven matching points.  

Regardless of the results, both participants complained about nausea in the virtual 
environment after 15 minutes of test driving. The motion sickness on the virtual tour was 
more acute than expected. Because of this, the tests in motion mode were suspended.  

Figure 5: Biostatistical evaluation of the runs. The real-world run (J1) with 31 moments of stress (MoS); 

the two recorded in the Oculus biostatistical stress moments (PV, JV); all data superimposed.  

One result, after comparing video footage for all stress points, was that ‘tunnel points’ or 
‘bottlenecks’ (i.e. trees close to the road) were perceived as ‘stressful’ moments in both reality 
and the virtual tour. The participant in the virtual journey had less intense stress reactions in 
situations where it is unclear how other road users respond. Comparing the reactions of the 
Virtual Driver (PV) who had no experience of the real track with those of the driver of the 
real track (J1), there were many similarities with regard to bottlenecks, right-of-way 
situations, and other road users. 
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5 Discussion and outlook 

The present setup promises great technological potential for use in spatial planning and 
architecture. 

The advantages of the method are clearly in the fast recording of the real-world environment 
and consistent workflow. Furthermore, the crowdsourced examples can be easily combined 
with sequences from moving situations to form a film. The integration of additional content 
with the help of plugins is possible, while Kubity also offers the opportunity to experience 
virtual models in a virtual environment.  

A disadvantage of the approach is that recording from a moving camera position gives rise to 
motion sickness. A more suitable solution for camera mounting and post-processing needs 
to be found. According to the manufacturer, the stabilization process has been optimized to 
such an extent that motion sickness no longer occurs. Nevertheless, the recommendation is 
currently that the pictures should be taken from a fixed camera point. As a result, the 
integration of the panoramas is easier. 

No satisfactory solution has so far been found to allow several planning scenarios to be 
presented within one single tour. There is still a media break between the 360° video and the 
virtual models. Export is possible only in video format. Playing virtual tours could be an 
alternative solution here. 

Tracking in a virtual environment works well because the existing GPS track can be used. 
This makes the measurements easy to synchronize. However, for the Q-sorting experiment 
in virtual space, a virtual GPS track and virtual models have to run in a synchronized manner 
and to be clearly assigned to the situation being examined. 

Meanwhile, the crowdsourcing process for Q-sorting has been started; the model collection  
must now be prepared, classified and reviewed for the possible or hoped-for emotional 
responses, and integrated into the test environment. In the future, the software Enscape will 
be tested as a solution for the integration of virtual models, enabling data from Revit and 
Sketchup to be integrated into the virtual environment. With this workaround, even live 
manipulation of the models is possible. In addition, the output as a 360° video is integrated, 
so that at least a comparison of the 3D models on film with the existing real situations is 
possible. Thus Video Compositing is possible, which is reminiscent of the vintage age of 
photomontage, but now it can happen in a 360° environment. 
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